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Introduction to Neural Networks

® Neural networks are compact models that are widely
used for many applications.

e DTREG supports several types of neural networks:
perceptrons, probabilistic, general regression, radial
basis function and cascade. This tutorial will focus on
creating a traditional, perceptron network.

* Perceptron neural networks have an input layer, an
output layer and one or two hidden layers. Most
commonly, one hidden layer is used.

* DTREG can determine automatically the optimum
number of neurons in the hidden layer.

Copyright © 2014, Phillip H. Sherrod, all rights reserved. This material may not be reproduced without permission. p)



\/
%eptron Neural Network Structure

e This diagram shows an input layer on the left, a single
hidden layer in the middle and an output layer on the
right. The number of neurons in the hidden layer is
adjustable depending on the problem.
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Outline of Steps to Train a Neural Network

e Create a new project, specify the input training file,
and select the target and predictor variables. See the
Getting-Started tutorial for information about doing
this.

e Select “Multilayer perceptron” as the type of model.
 Set training parameters or use the default.

* Train the model.

e Examine the report with model statistics
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Select Multilayer Perceptron in Left Panel

File Edit WYiew Tools

= =1
- Yariables
Validation
Time zeries
Single decision tree
TreeBoost
.. Decizion Tree Forest
- SV
Gene Expression Programe
PHM/GRMM Meural Metwaol—
- RBF Metwork
GMDH polynomial networ

Cascade Correlation Metw

Click this to open
the multilayer
perceptron
parameter screen

Discriminant Analysis
K-Means Clustering
Linear Regressicn
Logistic Regression
- Correlation, PCA, Factor &
- Class labels

T et

Help  Run-analysis
& o 7
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View-tree Charts  Enter-key

Starting analysis at 28-Jul-2812 19:82:37
DTREG version 18.6.6 (Enterprise 64-bit
Uersion)

http://www.dtreq.com

Project Parameters

Project file: C:\DTREGtestFiles\Iris.dtr
Target variable: Species

Humber of predictor variables: 4

Type of model: Single tree

Maximum splitting lewvels: 18

Type of analysis: Classification
Splitting algorithm: Gini

Category weights (priors): Data file
distribution

Misclassification costs: Equal {unitary)
Uariable weights: Equal

Minimum size node to split: 18

Minimum rows allowed in a node: 5

Max. categories for continuous predictors:
208

Tree pruning and validation method: Cross

MUM
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Select Multilayer
Perceptron

Number of hidden
layers

Do cross-validation
of model

Let DTREG
automatically find
optimum number

of neurons

Type of transfer
functions

Prevent over-fitting
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Type of model to build

Mumber of network layers
% 3layers (1 hidden)

Paugomatic hidden layer neuron selection

[+ Matomatically optimize hidden layer 1
Min, |2 Max. (20 Sep: I

Max. steps without change: Iﬂi
% rows to use for search Ir
& Cross valdate:foids: [¢
 Holdout sample % [20

{™ |Jse training data

layer1: [ "

(Onvesfitling detection & prevention
[ Lise test data to detect overfitting
% tramning rows to hold out: IF
Mz steps without change: [10

Model testing and validation

™ Mo validation, use all data rows
[

" Random percent 20
+ Vfold cross-walidation: (10
" Leave-one-oul vakdation

How to handle missing values

(" Don't wse rows with missing values
(+ Replace missing values with medians
™ Use sumogate variables

Options
[~ Compute importance of variables

Hidden layer activation fumnction
Logistc -

Qutput layer activation function

Logistic =

White neuron weighis to fils

[T Wite neuron weights to fike

/

Conjugate gradient paramaters
Mum. convergence fries:
Mapdmum terations:

erations without improvement:
Comvengence talerance

Min. improvement delta

Min, gradient

Max_ minutes sxecution time

Training method

/

Change Training Parameters if Desired

* Scaled conjugate gradent recommended)

" Traditional conjugate gradient

[~ Wiite progress repart to project log

———
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~ Tell DTREG to Train the Model

® Click the m icon to start training the model.

Click to start
training

| orves Pt speces )
File Edit View Tools P, Run-analysis  View-tree Charts Enter-key

pal=~

Variables

; idaticn

; T SEFies

Single decision tree
TreeBoost

I Y|
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View Chart of Errors vs. Number Neurons

“3 DTREG - Inis

File Edit View Tools Help Run-analysis  View-tree | Charts | Enter-key

bal—g= =
LIH?EFIREQFESSIEIIH Focus category impurity
ogistic Regression
Correlation, PCA, Factor & FEELEE ey e

Class labels

Click Charts/Model size

Model size

Lift & Gain

5] g 10

mber of Meurans in Hidden Layer 1

Minimum error with 5 neurons in hidden layer
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DTREG determined that 5
neurons were optimum for
the hidden layer

#= DTREG - Inis -

File Edit WYiew Tools ¥ n-analysis  View-tree

H = = =]

Generated tree

El Analysis report

Project pararneters
nput data
Variables
Categories
- Model size Hidden 1
Misclassification Output
1] [

Enter-key

Heural Hetwork Parameters

ral Hetwork Architecture ---

fActivation Hin. Weight

Fassthru
Logistic -4 _S5463e+0088
Logistic -5 _713e+0088

=S

View Summary of Neural Network

Max. Weight

6.525e+00840
L. _4@7e+0040

MUM
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View Misclassification Summary Table

1.333% error
on training
data

Click to select
mis-
classification
table

2.667%
error on
validation

= orRes i

File Edt WView Tools Help

jalf— =

® &

Class labels
- Imitial split
Category weights

Misclassification cost
- Missing data

Vaniable weights

DTL
- »core data

Translate source code

Miscellaneous

= An
i Project parameters

L. Input data

i Variables

akysis report

i Categories
g-Nthnﬂwampamm
i Model size

i Misclassification

L Confusicn matrix

Run-amalysis View-tree Charts Enter-key

e | ¥
Hisclassification Tables

Training Data ---

—-——-————-hctual -—------
Category Count

Setosa
Persicolor
Virginica
158
Jverall accuracy = 98.67%

=== Walidation Data =---

-—-————-hctual --------
Category

Setosa

versicolor
Virginica

Overall accuracy = 97 .33%

[ L ——)

—————————--——Hisclassified

Weight Percent

————-———————-Hisclassified

Weight Percent
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mng the Confusion Matrix

“= DTREG - Inis ——

File Edit View Tools Help Run-analysis View-tree Charts Enter-key
EL}EII# 2R & &= ?

i Variable weights

DTL

Score data

Translate source code

Training Data

i Miscellaneous

esults Actual Predicted Category
- | Generated tree Category Setosa  Uersicolor Virginica
Training data: one
Versicolor was
misclassified as
Virginica Wariables
Categories . .
- R ) Ualidation Data
Meural network param
M?dﬂs?ﬁ _ - Actual Predicted Category
Misclassification Category Versicolor Uirginica
Validation data: . Setosa:
. .. Sensitivity & Specifich . -
one Virginica was Lif o Uersicolor:
. . ift and Gain Virginica-
misclassified as irginica:
Versicolor
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End of Neural Network Tutorial

® This completes the DTREG neural network training
tutorial
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