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Basic Features of DTREG

e Creates models to predict a target variable based on
the values of predictor variables.

® There may be only one target variable, but there may
be many (possibly thousands) predictor variables.

e Target and predictor variables may have continuous
(numeric) values or categorical (discrete) values.

e With DTREG you can easily try many types of models
such as neural networks and decision trees.

 Validation of the model using cross-validation and
other methods is an inherent part of DTREG.
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%t, “Training” Data

® The input data file used to “train” a model must be
presented as a Comma Separated Value (.csv) file.

e SQL and Excel can export data to csv file format.

® The first row of the file must have the variable names

e Comma, space, semicolon or tab may separate
columns. You may use quote marks around values.
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Exporting Data From Excel to a CSV File

e Click “File” then “Save as”.

Click
Click File Save As

Paste Font | Alignment Mumber| Styles | Cells

Clipboard

Species

Species .E;epal leng Sepal wid Petal leng Petal width
Setosa 5.1 3.! 1.4 0.2
Setosa 4.9 : 14 0.2
Setosa 4.7

Setosa 4.6

M 4 F K| Tris

Print

Save & Send
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e ==
ming Data From Excel to a CSV File

e Select “CSV (Comma Delimited)” and click Save.

g
. .- m Be

‘vt

Organize v New folder
StockData
StockHistory No items match your search.
) SYS
System Veolume Inforrr
. Temp
. Test
Test2
Test3
TectsS
Select CSV file type e,
Save as type: | CSV (Comma delimited) (*.csv) v
Authors: Phil Sherred Tags: Add atag
Click Save

» Hide Folders
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Mng a New DTREG Project

e Click | icon to start creating a new project.
* Click B icon to open an existing DTREG project.

. File Edit View Tools Help Run-analysis View-tree Charts  Enter-key
Click to start a

new project

-- Results
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_—Specify Input Data and Title

Title of project
Fisher Iz species prediction

Input data file

CHOTREGtest Fles'Jris cav Browse Files

Mote: The first ine of the data file must have the names of the vanables.

Character used for a decimal point in the input data file
# Pedod: °' " Comma: °”

Character used to separate columns
* Comma: "’ ( Semicolon: ™ 1 Space ( Tab ( Other

Data subsetting
% Use all rows in the data file
"~ Randomly select this percent of the rows: I 100

[T Store data in & virtual memory disk file. BOO

File where information about this project is to be stored

CHOTREGest Flesris dir Browse Files

Bind PCA transformation to propect

Set PCA transfom I

Motes about this project
(Classic model presented by Sir Ronald Fisherin 1535
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Select Standard Model or Time Series model
and Initial Model Type

e We will build a normal (not time-series) model using a
single decision tree.

Time series or nomal predictive model Type of model to build

i* Generate a nomal predictive model

i Generate a time series forecasting model
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mTarget and Predictor Variables

\/ariable Target | Predictor | Weight | Categoncal | Character

Species Predictor range
Sepal length
Sepal width Al predictors
Petal length
Petal wickh Predictor coverage
Type range
All categonical

All contiruous

Al numeric
Al character

Report options Sumogate vanables for missing value mputation

[+ Report summary of varables Mumber of surogatesto store: |5~ Max. pohymomial order: [1 |
[T Report category statistics for categoncal varables

[~ Repon category statistics for continuous variables Minimum surogate association: |60 v Report sumogate variables

[~ Report Min., Max_, Mean for continous vanables
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DTREG

Save changes to DTREG - Fisher Iris species prediction?

Qrganizs = Hw fakdar

I Faworrias

S am byp: | ITREG ("t

= Hidu Feldan
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~ Tell DTREG to Train the Model

® Click the m icon to start training the model.

Click to start
training

| orves Pt speces )
File Edit View Tools P, Run-analysis  View-tree Charts Enter-key

pal=~

Variables

; idaticn

; T SEFies

Single decision tree
TreeBoost

I Y|
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MAnalysis Results

® Once training is complete, select items in the left
panel to scroll to the section in the report.

“~ DTREG - Fisher Iris species pr [E=SEEA
File Edit View Tools Help Run-analysis View-tree Charts Enter-key
= =R = ¢

Category weights

Misclassification cost Project Parameters

Missing data Project title: Fisher Iris species prediction

Variable weights Project file: C:\DTREGtestFiles\DTREG - Fisher Iris species
DTL prediction.dtr

Score data Target wariable: Species

Humber of predictor variables: 4

Type of model: Single tree

P Haximum splitting levels: 1@

[ Results Type of analysis: Classification

Translate scurce code

1 = Mizcell 0
Click items to scefaneous

select.report &= Analysis report Splitting algorithm: GBini
sections LA E e | Category weights (priors): Data file distribution

Misclassification costs: Equal {unitary)
UVariable weights: Equal
_ Minimum size node to split: 18
~Model size ~|| Minimum rows allowed in a node: 5
Misclassification  |” | | Max. categories for continuous predictors: 1860
nfusion matrix Tree pruning and walidation method: Cross validation
Humber of cross-validation folds: 18
Tree pruning criterion: Minimum cost complexity (8.88 S_.E.)

nput data

ariables

Sensitivity & Specif
ift and Gain

ariable importanc - Input Data
1 | 3
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mng the Generated Decision Tree

* Click the micon to display the generated tree.

Click to
display tree

S DTREG “P2 o] (5 [ S
File Edit View Too Help  Run-analysis  View-tree Charts  Enter-key
A = =

ranslate source co =
Project Parameters

discellaneous
- Results

~ Project file: C:\DTREGtestFiles\Iris.dtr
- Generated tree Target wariable: Species
&= Analysis report NHumber of predictor variables: &
Type of model: Single tree
.. Input data Haximum splitting lewvels: 18
Type of analysis: Classification
: Splitting algorithm: Gini
ategories £|| category weights (priors): Data file distribution
lodel size || Hisclassification costs: Equal {(unitary}
isclassificatior Uariable weights: Equal
onfusion matr = | Minimum size node to split: 18
| b Minimum rows allowed in a node: &

Variables
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- The Generated Decision Tree

® The decision tree shows how predictor variable values
were split to predict the target value.

Maode 1
[E ntire Graup)

Hode 4
Fetal width <=1.75
M

Petal length <= 4.95

i-.-1 izclas
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mhe Trained Project

* Click the BElicon to save the generated model project

Click to save

; [m—
model project — :

[~ DTREG - Fisher Iris sp
Edit View Tools Help Run-analysis View-tree Charts Enter-key
EIEYENE
Category weights
- Misclassification cost
- Missing data

- - - Pruject Parameteyrs - - - -

o ) Project title: Fisher Iris species prediction
Variable weights Project File: C:\DTREGtestFiles\DTREG - Fisher Iris species
DTL prediction.dtr
Score data Target variable: Species
- Translate source code Humber of predictor variables: 4
Type of model: Single tree
Haximum splitting levels: 18
=1 Results Type of analysis: Classification
=1 Analysis report Splitting algorithm: Gini
Category weights (priors): Data file distribution
Input data Hisclassification costs: Equal {unitary)
Variables Variable weights: Equal
B Hinimum size node te split: 1@
- Model size . | Hinimum rows allowed in a node: &
Misclassification |~ | Max. categories for continuous predictors: 1088
Confusion matrix Tree pruning and validation method: Cross validation
Sensitivity & Specif Humber of cross-validation folds: 18 ]
. Lift and Gain Tree pruning criterion: Hinimum cost complexity {(@.88 S.E.)

-~ Variable importanc R R Input Data N N N
i ¥

- Miscellaneous
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End of Getting-Started Tutorial

® This completes the DTREG training tutorial
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